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Key Conclusion 

Generating noise inside MPC and adding it after secure aggregation 
allows reducing the required noise in multi-party setting.

Shown via two instantiations of Differential Privacy:

1. Output Perturbation 
2. Gradient Perturbation 
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Source Code
https://github.com/bargavj/distributedMachineLearning


